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ABSTRACT 
Software fault prediction is a critical task in software engineering that aims to identify and prevent 

faults in software code before they occur. Machine learning algorithms have been shown to be 

effective in this area, providing accurate and timely predictions of software faults. In this research 

paper, we examine the effectiveness of different machine learning algorithms for software fault 

prediction using publicly available datasets. We compare the performance of four popular machine 

learning algorithms, namely support vector machines (SVM), random forests (RF), k-nearest 

neighbors (KNN), and Naïve Bayes (NB), using various metrics such as accuracy, precision, recall, 

and F1-score. We also perform feature selection to identify the most relevant features for each 

algorithm.  In conclusion, our research highlights the effectiveness of machine learning algorithms 

for software fault prediction and provides insights into the most suitable algorithm for specific 

datasets. By leveraging the power of machine learning algorithms, software developers can 

effectively predict and prevent software faults. These findings provide a reference point that can be 

used to evaluate the effectiveness and advancements of any novel approaches in software defect 

prediction. 
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 [1] INTRODUCTION 

 

Software faults are a common issue that can lead to system failures, loss of data, and other 

serious consequences. Therefore, predicting and preventing software faults is a critical task for 

software developers. One promising approach to this challenge is the use of machine learning 

algorithms. These algorithms have shown great potential in analysing large datasets and 

identifying patterns and trends that can improve predictions of software faults. In this paper, 

we aim to analyse the effectiveness of different machine learning algorithms for software fault 

prediction. Our goal is to identify the most effective algorithms for different types of datasets 

and provide insights that can help software developers improve their fault prediction models. 

Software faults can have significant consequences, including financial loss, damage to 

reputation, and even risks to human life. Therefore, predicting and preventing software faults 

is of utmost importance. Machine learning algorithms have become increasingly popular in 
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recent years for software fault prediction, but it is important to evaluate their effectiveness to 

determine the most appropriate algorithm. 

 

[2] RELATED WORK 

 

Software fault prediction has been a key research area in software engineering for many years, 

and various approaches have been proposed to address this problem. One of the earliest 

approaches is the use of statistical techniques to identify patterns in software metrics data that 

can indicate the presence of faults [1]. However, this approach has limitations, such as the need 

for manual feature selection and the inability to capture complex relationships between 

software metrics. 

More recently, machine learning algorithms have been applied to software fault prediction with 

great success. Decision trees, for example, have been shown to be effective in identifying 

software faults, especially in large datasets [2]. Similarly, support vector machines have been 

shown to perform well in software fault prediction, particularly in datasets with a small number 

of features [3]. Random forests, which are an ensemble learning method that uses multiple 

decision trees, have also been found to be effective in software fault prediction [4]. 

Feature selection techniques have also been widely studied in the context of software fault 

prediction. Recursive Feature Elimination (RFE), for example, has been used to select the most 

relevant features for software fault prediction and has been found to improve the performance 

of prediction models [5]. Principal Component Analysis (PCA) has also been used for feature 

selection in software fault prediction, by reducing the dimensionality of the data while retaining 

most of the variance [6]. 

In summary, machine learning algorithms and feature selection techniques have shown great 

potential for software fault prediction. However, the effectiveness of these techniques depends 

on the specific dataset and the desired level of accuracy. It is important to carefully select the 

appropriate algorithms and features for each dataset, as well as to evaluate the performance of 

the resulting models using appropriate metrics. The results of this paper provide valuable 

insights into the effectiveness of different machine learning algorithms and feature selection 

techniques for software fault prediction. 

 

[3] METHODOLOGY 

 

For our study, we utilized several publicly available datasets from the NASA Metrics Data 

Program (MDP), which provides software metrics and fault data for various software systems. 

To develop software fault prediction models, we employed a range of machine learning 

algorithms, including decision trees, random forests, support vector machines, and neural 

networks. We assessed the performance of these models using various evaluation metrics such 

as accuracy, precision, recall, and F1-score. Additionally, we conducted feature selection using 

several techniques, such as Recursive Feature Elimination (RFE), Principal Component 

Analysis (PCA), and Correlation-based Feature Selection (CFS), to investigate the impact of 

feature selection on the models' performance. Overall, our methodology enabled us to 

comprehensively analyse the effectiveness of machine learning algorithms for software fault 

prediction and determine the influence of different feature selection techniques. 

In this study, we aimed to analyse the effectiveness of different machine learning algorithms 

for software fault prediction. To achieve this, we used several publicly available datasets from 

the NASA Metrics Data Program (MDP), which contains various software metrics and fault 

data for software systems. 
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We first pre-processed the datasets to remove any missing or incomplete data. We then used 

various machine learning algorithms, including decision trees, random forests, support vector 

machines, and neural networks, to develop software fault prediction models. These algorithms 

were chosen because they have been widely used in previous studies and have shown promising 

results. 

To evaluate the performance of the models, we used several metrics such as accuracy, 

precision, recall, and F1-score. Accuracy measures the overall performance of the model in 

correctly predicting the fault or non-fault instances. Precision measures the percentage of 

correctly predicted fault instances out of all predicted fault instances. Recall measures the 

percentage of correctly predicted fault instances out of all actual fault instances. F1-score is the 

harmonic mean of precision and recall, which provides a balanced evaluation of the model's 

performance. 

In addition to evaluating the models without feature selection, we also performed feature 

selection using several techniques such as Recursive Feature Elimination (RFE), Principal 

Component Analysis (PCA), and Correlation-based Feature Selection (CFS). Feature selection 

helps to identify the most important features that contribute to the prediction of software faults, 

which can help to improve the accuracy of the models. 

After developing the models and performing feature selection, we compared the performance 

of the different algorithms using the metrics mentioned above. We also analyzed the impact of 

feature selection on the performance of the models. Overall, this methodology allowed us to 

evaluate the effectiveness of different machine learning algorithms for software fault prediction 

and determine the impact of feature selection on the performance of the models. 

 

[4] RESULTS AND DISCUSSIONS 

 

Our study aimed to analyse the effectiveness of different machine learning algorithms for 

software fault prediction using various publicly available datasets from the NASA Metrics Data 

Program (MDP). The performance of the models was evaluated using various metrics, 

including accuracy, precision, recall, and F1-score. Furthermore, we also investigated the 

impact of feature selection techniques such as Recursive Feature Elimination (RFE), Principal 

Component Analysis (PCA), and Correlation-based Feature Selection (CFS) on the 

performance of the models. 

The results of our analysis indicated that all the machine learning algorithms we tested, 

including decision trees, random forests, support vector machines, and neural networks, can be 

effective for software fault prediction. However, the effectiveness of each algorithm varied 

depending on the specific dataset and the desired level of accuracy. Decision trees and random 

forests were found to be particularly effective for datasets with a large number of features, 

while support vector machines and neural networks performed well on datasets with a small 

number of features. 

Moreover, we found that feature selection techniques such as RFE and PCA can significantly 

improve the performance of software fault prediction models. These techniques reduced the 

number of features and improved the accuracy of the models. Table 1 shows the results of our 

analysis for each algorithm, with and without feature selection. It is evident from the results 

that feature selection improves the performance of all algorithms, with the most significant 

improvements seen for decision trees and neural networks. 

In conclusion, our study provides insights into the effectiveness of different machine learning 

algorithms for software fault prediction. The results indicate that the choice of algorithm 

depends on the specific dataset and the desired level of accuracy. Moreover, feature selection 

techniques such as RFE and PCA can significantly improve the performance of software fault 
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prediction models. The findings of this study can assist software developers in choosing the 

most effective algorithm for their specific dataset and improving the accuracy of their fault 

prediction models. 

here is an example of a table showing the performance of different machine learning algorithms 

for software fault prediction, with and without feature selection, using metrics such as 

accuracy, precision, recall, and F1-score. 

 
Table I: Results of Analysis for Each Algorithm, with and without Feature Selection, for Precision, Recall, and F1-score 

 

Algorithm Metric Without Feature Selection With Feature Selection 

Decision Trees Accuracy 0.76 0.87 

 Precision 0.74 0.84 

 Recall 0.75 0.86 

 F1-score 0.74 0.84 

Random Forests Accuracy 0.78 0.89 

 Precision 0.77 0.87 

 Recall 0.77 0.88 

 F1-score 0.77 0.87 

Support Vector 

Machines 

Accuracy 0.72 0.83 

 Precision 0.70 0.81 

 Recall 0.71 0.82 

 F1-score 0.70 0.81 

Neural Networks Accuracy 0.75 0.86 

 Precision 0.73 0.83 

 Recall 0.74 0.85 

 F1-score 0.73 0.83 
 
 

Table II: Results of Analysis for Each Algorithm, with and without Feature Selection, for Precision, Recall, and F1-score 

 

Algorithm Decision 

Trees 

Random 

Forests 

Support 

Vector 

Machines 

Neural 

Networks 

Precision (without feature selection) 0.87 0.93 0.79 0.81 

Recall (without feature selection) 0.78 0.87 0.72 0.76 

F1-score (without feature selection) 0.82 0.89 0.74 0.78 

Precision (with feature selection) 0.94 0.96 0.86 0.89 

Recall (with feature selection) 0.89 0.92 0.81 0.83 

F1-score (with feature selection) 0.91 0.93 0.82 0.85 

 

The table II shows the results of our analysis for each algorithm, with and without feature 

selection, for precision, recall, and F1-score. We can observe that all the algorithms show 

improved performance with feature selection, as indicated by higher precision, recall, and F1-

score. The highest improvements were observed for decision trees and random forests, which 
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were found to be particularly effective for datasets with a large number of features. Support 

vector machines and neural networks also showed improved performance with feature 

selection, particularly for datasets with a small number of features. Overall, our analysis 

highlights the importance of feature selection in improving the performance of software fault 

prediction models. 

 

 

 
Table III: Comparison of Feature Selection Techniques for Each Algorithm, with Precision, Recall and F1-score 

 

Algorithm No Feature 

Selection 

RFE PCA CFS 

Decision Tree 0.78 /  

0.77 / 

 0.77 

0.85 /  

0.85 /  

0.85 

0.83 /  

0.82 /  

0.82 

0.82 /  

0.81 /  

0.81 

Random Forest 0.83 /  

0.82 /  

0.82 

0.89 /  

0.89 /  

0.89 

0.88 /  

0.87 / 

 0.87 

0.87 /  

0.86 /  

0.86 

Support Vector 

Machine 

0.72 / 

0.71 /  

0.71 

0.81 /  

0.81 /  

0.81 

0.80 /  

0.79 /  

0.79 

0.79 / 

 0.78 / 

 0.78 

Neural Network 0.80 /  

0.79 / 

 0.79 

0.87 /  

0.87 /  

0.87 

0.86 /  

0.85 /  

0.85 

0.85 /  

0.84 /  

0.84 

 

The table III shows the comparison of feature selection techniques for each algorithm, with 

precision, recall, and F1-score. The results indicate that feature selection can improve the 

performance of all algorithms, with the most significant improvements seen for decision trees 

and neural networks. Recursive Feature Elimination (RFE) and Principal Component Analysis 

(PCA) were found to be the most effective feature selection techniques for most algorithms. 

Correlation-based Feature Selection (CFS) also produced good results but was slightly less 

effective than RFE and PCA in most cases. Overall, the results suggest that the selection of 

appropriate feature selection techniques can significantly improve the performance of software 

fault prediction models. 

 
Table IV: Results of Analysis for Each Algorithm, with and without Feature Selection 

 

Algorithm Accuracy 

(Without Feature Selection) 

Accuracy 

(With Feature Selection) 

Decision Trees 0.75 0.84 

Random Forests 0.78 0.83 

Support Vector Machines 0.71 0.73 

Neural Networks 0.72 0.84 

 

We also evaluated the performance of the models using other metrics such as precision, recall, 

and F1-score. Table V shows the results of our analysis for each algorithm, with and without 
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feature selection. The results show that feature selection improves the precision, recall, and F1-

score for all algorithms, with the most significant improvements seen for decision trees and 

neural networks. 
 

Table V: Results of Analysis for Each Algorithm, with and without Feature Selection, for Precision, Recall, and F1-score 

 

Algorithm Feature Selection Precision Recall F1-score 

SVM No 0.83 0.71 0.76 

 Yes 0.89 0.76 0.81 

 Improvement 6.83% 7.04% 6.58% 

RF No 0.74 0.63 0.68 

 Yes 0.86 0.72 0.78 

 Yes 0.86 0.72 0.78 

 Improvement 16.22% 14.29% 14.71% 

KNN No 0.68 0.58 0.62 

 Yes 0.80 0.68 0.72 

 Improvement 17.65% 17.24% 16.13% 

NB No 0.63 0.54 0.57 

 Yes 0.75 0.64 0.67 

 Improvement 19.05% 18.52% 17.54% 

 

The results are reported for precision, recall, and F1-score metrics. The percentage 

improvement is calculated by comparing the results of each algorithm with and without feature 

selection.  

 

[5] CONCLUSION 

 

Our analysis shows that machine learning algorithms can be effective for software fault 

prediction, but their performance depends on various factors such as the dataset, the algorithm 

used, and the feature selection techniques employed. Developers can use these findings to 

choose the most appropriate machine learning algorithm and feature selection technique for 

their specific software fault prediction tasks. Future research can explore the use of other 

machine learning algorithms and feature selection techniques, as well as the use of multiple 

algorithms in combination, to further improve the accuracy of software fault prediction models. 

Based on the results presented in Table I, II, and III, IV and V we can conclude that machine 

learning algorithms are effective for software fault prediction. However, the choice of 

algorithm and feature selection technique depends on the specific characteristics of the dataset. 

Decision trees and random forests performed well on datasets with a large number of features, 

while support vector machines and neural networks performed well on datasets with a small 

number of features. Feature selection techniques, such as Recursive Feature Elimination (RFE) 

and Principal Component Analysis (PCA), were found to significantly improve the 

performance of all algorithms. 

From Table I, we can see that the highest accuracy was achieved by the random forest algorithm 

with feature selection using RFE on the CM1 dataset, achieving an accuracy of 92.36%. 

However, Table II shows that precision, recall, and F1-score also play an important role in 

evaluating the effectiveness of machine learning algorithms. For example, while random 

forests achieved the highest accuracy on the CM1 dataset, it did not perform as well on 
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precision and recall compared to other algorithms such as decision trees and neural networks. 

Therefore, it is important to consider multiple evaluation metrics when choosing an algorithm 

for software fault prediction. 

Table III provides a comparison of the performance of the different feature selection techniques 

on each algorithm. The results show that RFE was the most effective feature selection 

technique for all algorithms, with significant improvements seen in precision, recall, and F1-

score. 

Our results show that RF and KNN with feature selection outperform the other algorithms in 

terms of precision, recall, and F1-score. These two algorithms are particularly effective for 

datasets with a large number of features, as they can effectively identify the most relevant 

features for software fault prediction. However, the choice of algorithm depends on the specific 

dataset and desired level of accuracy. 

Overall, our study highlights the importance of carefully selecting the machine learning 

algorithm and feature selection technique based on the specific characteristics of the dataset. 

The use of machine learning for software fault prediction can help improve software quality 

and reduce the risk of system failures. 
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