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ABSTRACT 

 

This work addresses the problem of car price prediction in Machine Learning; this work is an effort 

that tries to study and investigate the trends in used car prices and predicts the price of used cars with 

the help of supervised machine learning algorithms. And to suggest which machine learning algorithm 

performs well among the selected methods for predicting the cars price. We wanted to study which 

algorithm predicts the car price more reliably and accurately, So that this solution will be helpful for 

first time used car buyers and also for sellers for determining the selling cost of the car. For this 

research work and to predict the prices we have considered different machine learning regression 

models which are Linear Regression, Lasso Regression and Random Forest Regression. The research 

objective of this work is to predict used cars prices using machine learning techniques, by collecting 

data from websites like Kaggle, and analyzing the different aspects and factors that lead to the actual 

used car price valuation and To enable consumers to know the actual worth of their car or desired 

car, by simply providing the program with a set of attributes from the desired car to predict the car 

price. While buying a car it is very important to know its worth, so to make this work easy we may 

also use other more advanced regression models such as XGBoost Regression and so on for more 

better results and also we may add large historical data of car price which can help to improve 

accuracy of the machine learning model. 
 

Keywords - Car Price Prediction, Machine Learning, Linear Regression, Lasso Regression, 

Random Forest Regression 

 

 

 
[1] INTRODUCTION 

 

 Predicting the price for new vehicles is more interesting and needed problem by many 

users. The data set has been collected from an online website, Kaggle. We have chosen to work 

with linear regression, Lasso regression and Random Forest models since we feel these are the 

basic models that can predict approximately and also to compare the result and explore which 

model gives the better R squared value. We imported various dependencies or can be called as 
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python libraries since the project is performed using python. The technologies or libraries used 

in this work are Pandas, Matplotlib, NumPy, Sklearn, Seaborn and the considered machine 

learning algorithms.  

 After the dataset collection and importing libraries, we analysed the dataset by some 

data visualization techniques. We checked if there were any missing values or null values and 

also the number of attributes and tuples. We visualized the data in the form of graphs using 

matplotlib library.  

Data Cleaning: Cleaning data with a data cleaning library like NumPy, pandas for 

Datasets, and NumPy for undesired data. Pre-Processing Data: In order to use the Machine 

Learning models, we must convert these categorical variables to numerical variables. The 

Sklearn module Label Encoder was used to tackle this problem.  
Data for Training and Testing: In this process, 10% of the data was split for testing 

purposes and 90% of the data was used for training. That should help the management to 

understand how exactly the prices vary with the independent variables. They can accordingly 

manipulate the design of the cars, the business strategy etc. to meet certain price levels. 

Training all the regression models by importing them and finding all the R squared errors was 

next step of this work. After obtaining all the R squared errors we examined which error was 

close to 1 as the model with which the error value was closed to 1 is the one which is good fit 

for the prediction and fits data good.  

 As per the results Random Forest Regression outperformed well. This work should help 

the management to understand how exactly the prices vary with the independent variables. 

They can accordingly manipulate the design of the cars, the business strategy etc. to meet 

certain price level. 

 

[2] LITERATURE REVIEW 

 

Several studies and related works have been done previously to predict used car prices 

around the world using different methodologies and approaches, with varying results of 

accuracy from 50% to 90%.  

 

Researcher [1] proposed to predict used car prices in Mauritius, where he applied different 

machine learning techniques to achieve his results like decision tree, K-nearest neighbours, 

Multiple Regression and Naïve Bayes algorithms to predict the used cars prices, based on 

historical data gathered from the newspaper. Achieved results ranged from accuracy of 60-

70 percent, the author suggested using more sophisticated models and algorithms to make 

the evaluation, with the main weakness off the decision tree and naïve Bayes that it is 

required to discretize the price and classify it which accrue to more inaccuracies. Moreover, 

he suggested a larger set of data of data to train the models hence the data gathered was not 

sufficient.  

 

Researchers [2] were able to achieve high level of accuracy using Multiple linear regression 

models to predict the price of cars collected from used cars website in Pakistan called Pak 

Wheels that totalled to 1699  records after pre-processing, and where able to achieve 

accuracy of 98%, this was done after reducing the total amount of attributes using variable 

selection technique to include significant attributes only and to reduce the complexity of 

the model. 

 

Researchers [3] used a supervised learning method known as Random Forest. Kaggle's 

dataset was used as a basis for predicting used car prices. In order to determine the price 

impact of each feature, careful exploratory data analysis was performed. 500 Decision Trees 
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were trained with Random Forests. It is most commonly used for classification, but they 

turned it into a regression model by transforming the problem into an equivalent regression 

problem. Using experimental results, it was found that training accuracy was 95.82%, and 

testing accuracy was 83.63%. By selecting the most correlated features, the model can 

accurately predict the car price. Hence, from all literature review it is concluded that used 

cars price prediction is an important topic which  is the area of many researchers nowadays.  

 

So far, the best achieved accuracy is 83.63% on kaggle’s dataset using random forest technique. 

The researchers have tested multiple regressors and final model is regression model using 

linear regression. 

 

Researchers [4] used three different machine learning techniques to predict used car prices. 

Using data scrapped from a local Bosnian website for used cars totalled at 797 car samples 

after pre-processing, and proposed using these methods: Support Vector Machine, Random 

Forest and Artificial Neural network. Results have shown using only one machine learning 

algorithm achieved results less than 50%, whereas after combing the algorithms with pre 

calcification of prices using Random Forest, results with accuracies up to 87.38% was 

recorded. 

 

Researchers [5] proposed using Supervised machine leaning model using K-Nearest 

Neighbour to predict used car prices from a data set obtained from Kaggle containing 14 

different attributes, using this method accuracy reached up to 85% after different values of 

K as well as Changing the percent of training data to testing data, expectedly when 

increasing the percent of data that is tested better accuracy results are achieved. The model 

was also cross validated with 5 and 10 folds by using K fold method. 

 

[3] TECHNOLOGIES 

 

 There are a lot of libraries that we are importing. Using libraries make things easy as it is not 

needed to write the code of their functionality from scratch. 

 

✓ Pandas is a python library used for working on big data sets. It has functions like 

analyzing, cleaning, exploring and manipulating data. It allows us to analyze big data 

and make conclusion based on statistical theories. It cleans messy data sets, and make 

them readable and relevant.  

✓ Matplotlib is a visualization library in python for 2D plots arrays. One of the greatest 

benefits of visualization is that it allows us visual access to huge amounts of data in 

easily digestible visuals. Matplotlib consists of several plots like line, bar, scatter, 

histogram, etc. 

✓ Seaborn is a library that uses matplotlib underneath to plot graphs. It provides a high-

level interface that is used to draw informative statistical plots. Functions in Seaborn 

library expose a declarative, dataset-oriented API that makes it easy to translate 

questions about data into graphics that can answer them. 

✓ NumPy is used for performing a wide variety of mathematical operations for arrays 

and matrices. It aims to provide an array object that is up to 50x faster than tradition 

python lists. It is a python library and is written partially in python, but most of the 

parts that require fast computation are written in C or C++.  
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✓ Sklearn is one of the most popular and useful libraries that are used for machine 

learning in python. It provides a list of efficient techniques and tools for machine 

learning and statistical modeling including classification, regression, clustering, and 

dimensionality reduction. 

 

Used three regression models to predict car prices are Linear Regression, Lasso Regression 

models and Random forest Regression. 

 

[4] METHODOLOGY 

 

There are two primary phases in the system:  

1. Training phase: The system is trained by using the data in the data set and fits a model 

(line/curve) based on the algorithm chosen accordingly.  

2. Testing phase: the system is provided with the inputs and is tested for its working. The 

accuracy is checked. And therefore, the data that is used to train the model or test, it has to be 

appropriate.  

The system is designed to detect and predict price of used car and hence appropriate algorithms 

must be used to do the two different tasks. Before the algorithms are selected for further use, 

different algorithms were compared for its accuracy. The well-suited one for the task was 

chosen. 

 

Linear Regression:  

 

Linear Regression attempt to model the relationship between two variables by fitting a linear 

equation to observed data. The other is considered to be dependent variable. For Example: A 

modeller might want to relate weights of individuals to their heights using a linear regression 

model Linear regression is useful for finding relationship between multiple continuous 

variables There are multiple independent variables and single independent variable. 

                                     

Lasso Regression: 

 

Lasso regression is a regularization technique. It is used over regression methods for a more 

accurate prediction. This model uses shrinkage. Shrinkage is where data values are shrunk 

towards a central point as the mean. The lasso procedure encourages simple, sparse models 

(i.e. models with fewer parameters). This particular type of regression is well-suited for models 

showing high levels of multi collinearity or when you want to automate certain parts of model 

selection, like variable selection/parameter elimination. 

Random Forest Regression: 

Random Forest Regression is a supervised learning algorithm that uses ensemble 

learning method for regression. Ensemble learning method is a technique that combines 

predictions from multiple machine learning algorithms to make a more accurate prediction than 

a single model. A Random Forest Regression model is powerful and accurate. It usually 

performs great on many problems, including features with non-linear relationships. 

Disadvantages, however, include the following: there is no interpretability, overfitting may 

easily occur, we must choose the number of trees to include in the model. 
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[5] RESULTS AND DISCUSSION 

 

This section explains final output, which predicts car price: 

 

 

1. Linear Regression : 

 

 
 

Fig: 1 Linear Regression on training data 

 

The above figure depicts the visual representation of car price after applying Linear Regression 

to Training data and comparing the actual price and predicted price of car. 

 

 
 

Fig: 2 Linear Regression on testing data 

 

The above figure depicts the visual representation of car price after applying Linear Regression 

to Test data and comparing the actual price and predicted price of car. 
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2. Lasso Regression : 

 

 
 

Fig: 3 Lasso Regression on training data 

 

The above figure depicts the visual representation of car price after applying Lasso Regression 

to Training data and comparing the actual price and predicted price of car. 

 

 

                                                

 

Fig: 4 Lasso Regression on testing data 

 

The above figure depicts the visual representation of car price after applying Lasso Regression 

to Test data and comparing the actual price and predicted price of car. 
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3. Random Forest Regression :  

 

Fig: 5 Random Forest Regression in Training data 

The above figure depicts the visual representation of car price after applying Random Forest 

Regression to Training data and comparing the actual price and predicted price of car. 

 

 

Fig: 6 Random Forest Regression on testing data 

The above figure depicts the visual representation of car price after applying Random Forest 

Regression to Test data and comparing the actual price and predicted price of car. 
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The comparisons of all the experiments are shown below: 

 

 

Table: 1 Results Comparison 

SR ALGORITHMS R Squared error 

1 Linear Regression 0.88 

2 Lasso Regression 0.85 

3 Random Forest Regression 0.98 

 

       

Given the evaluation parameters the Random Forest Regression outperformed as it has 

the highest R squared error of the three different algorithms as 0.98 which is close to 1 and 

proves that it fits good, as well as the lower error in all three-evaluation parameter. Second in 

accuracy is the linear regression with 0.88 R squared error, even though it has a higher error 

parameter than linear regression. Least accurate was the Lasso regression with 0.85 R squared 

error thought it had a lower error value than Linear Regression. 

 

[5] RESULTS AND DISCUSSIONS  

 

The price prediction of second-hand items has not been widely addressed, which was the main 

motivation for this research, as various sellers generate the price of the vehicle mainly by the 

manufacturer brand. Only a few studies have addressed the price prediction of used products 

in a specific domain, specifically, the price prediction of second-hand cars. In this paper, the 

proposed approach uses exploratory data analysis along with features extracted from actual and 

historical attributes to predict the future behavior of the used-cars market. The prediction model 

uses supervised machine learning techniques and validation methods regarding statistical 

outputs. 

 

To summarize, 

 

✓ Data were collected from an online seller of used cars and important features 

were identified that reflect the price; 

✓ Non-available values and entries were removed, and we discarded features not 

relevant for the prediction of the price; 

✓ Supervised Machine Learning techniques applied in first data set and validation 

was compared with the price prediction outputs of the second data set regarding 

important features; 

✓ The predicted model has the highest accuracy with linear regression where main 

features (price and model) are available. 

 

This is performed by considering different types of vehicles, their usage condition, and prices. 

Furthermore, different techniques for numeric data pre-processing as well as text analysis for 

handling the unstructured data are considered. The competitive advantage of second-hand 

market trend prediction achieved by data mining and analysis includes the optimal price for the 
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vehicle observations, avoiding misclassification and risks along with improving the customer’s 

awareness of the market, leading to accurate buying decisions. 
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