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Abstract 

 
Neuromorphic computing, inspired by the structure and function of the human brain, has emerged as 

a promising paradigm for next-generation computing systems. This review paper provides an overview 

of the key concepts, recent advancements, and prospects in neuromorphic computing. We discuss the 

principles of neuromorphic hardware architectures and algorithms, highlighting innovations in 

energy-efficient processing, real-time learning, and event-driven computation. Additionally, we explore 

the diverse applications of neuromorphic computing across domains such as artificial intelligence, 

robotics, sensor networks, and brain- machine interfaces. Finally, we address the ethical and societal 

implications of neuromorphic computing and propose future research directions for advancing this 

transformative field. Through this review, we aim to provide insights into the state-of-the-art in 

neuromorphic computing and inspire further exploration and innovation in this rapidly evolving 

domain. 

 

Keywords: - Artificial Neural Network, Spiking Neural Networks, Memristors Networks, 

Sensor Networks, Real-time processing. 

 

[1] INTRODUCTION 

The human brain stands as a remarkable feat of nature, boasting unparalleled processing 
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power and efficiency. At its core lies a vast network of neurons and synapses, facilitating the 

transmission of information with remarkable accuracy and speed. With recent advancements 

in technology, scientists have endeavored to replicate this extraordinary functionality through 

neuromorphic computing, a field that holds immense promise for the advancement of 

artificial intelligence (AI) and machine learning (ML). 

Neuromorphic computing chips, inspired by the intricate workings of the brain, have emerged 

as a groundbreaking innovation. These chips strive to mimic the behavior of biological 

synapses, paving the way for computers to learn and adapt in unprecedented ways. Over the 

past years, the field of neuromorphic computing has witnessed a surge in research activities, 

as scientists endeavor to bridge the gap between biological neural networks and artificial 

synapses.[1] 

Despite significant strides in neuromorphic chip development, a notable knowledge gap 

persists concerning the integration of soft biomaterials into these chips' engineering. Soft 

biomaterials hold immense potential in creating bio- inspired artificial synapses, yet their 

utilization remains relatively unexplored in the realm of neuromorphic computing. 

This review paper aims to explore the potential advantages of incorporating soft biomaterials 

into the design of neuromorphic computer chips, with a particular focus on bio-inspired 

artificial synapses. By providing an overview of the current state of the field, this review will 

highlight the existing research gap in the use of soft biomaterials and examine various 

strategies employed to address this gap. Furthermore, the paper will delve into the most 

promising innovations in this area, shedding light on the prospects of integrating soft 

biomaterials into neuromorphic computing chips.[6] 

As neuromorphic computing continues to evolve, it holds the potential to revolutionize 

various industries and domains, from healthcare and finance to manufacturing and 

transportation. By unlocking the brain's secrets to efficient and adaptive computation, 

neuromorphic computing paves the way for a future where machines can think, learn, and 

adapt in ways once thought impossible. In this dynamic landscape of innovation, the 

possibilities are boundless, offering new horizons for the advancement of technology and 

human experience. 

 

 Artificial Neural Network (ANN) 

Artificial Neural Networks (ANNs) play a central role in neuromorphic computing, serving as 

the computational backbone for emulating the behavior of biological brains in artificial 

systems. ANNs are computational models inspired by the structure and function of biological 

neural networks, consisting of interconnected nodes, or "neurons," organized into layers. 

One key aspect of ANNs in neuromorphic computing is their ability to learn from data 

through a process known as "training." During training, the parameters of the neural network, 

such as synaptic weights, are adjusted iteratively to minimize the difference between the 

network's predictions and the desired output. This process is typically guided by optimization 

algorithms, such as gradient descent, which update the network's parameters based on the 

error between predicted and actual outcomes. Research in neuromorphic computing has 
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focused on developing hardware implementations of ANNs that can efficiently perform both 

training and inference tasks. For example, True North, developed by IBM,[5] employs a 

spiking neural network architecture that enables low-power, event-driven computation. 

Similarly, Intel's Loihi chip utilizes a neuromorphic architecture optimized for online learning 

and inference, allowing for real-time adaptation to changing environmental conditions. 

Overall, artificial neural networks play a pivotal role in neuromorphic computing, serving as 

the foundation for emulating the computational capabilities of the human brain in artificial 

systems. Through hardware implementations, novel algorithms, and interdisciplinary 

collaboration, researchers continue to advance the field of neuromorphic computing, 

unlocking new opportunities for intelligent and adaptive computing systems. 

 

 What is Spiking Neural Network? 

Spiking Neural Networks (SNNs) stand as a cornerstone of neuromorphic computing, 

offering a biologically inspired approach to information processing that mirrors the behavior 

of biological neural networks. Unlike traditional artificial neural networks, which operate on 

continuous-valued inputs and outputs, SNNs communicate through discrete, asynchronous 

events called "spikes," akin to the firing of action potentials in biological neurons. 

Applications of SNN sin neuromorphic computing span various domains, including pattern 

recognition, sensor processing, robotics, and brain-machine interfaces. For instance, SNNs 

are utilized in neuromorphic vision systems for object recognition and tracking, in 

autonomous vehicles for real-time decision-making, and in brain-computer interfaces for 

prosthetic control and rehabilitation.[8] 

Overall, SNNs represent a powerful paradigm for neuromorphic computing, offering a 

biologically plausible approach to information processing that harnesses the efficiency and 

adaptability of biological neural networks. Through continued research and development 

efforts, SNNs hold the potential to unlock new frontiers in intelligent and adaptive computing 

systems. 

 

 What are Memristors Networks? 

Memristors networks are a key component of neuromorphic computing, offering a promising 

avenue for the implementation of synaptic connections in artificial neural networks. 

Memristors, short for "memory resistors," are two- terminal devices that exhibit a resistance 

change in response to the application of an electric field. These devices possess a unique 

property known as "memristance," which enables them to remember past electrical states and 

modify their resistance accordingly. 

In neuromorphic computing, memristive networks serve as artificial synapses that modulate 

the strength and timing of connections between neurons, mimicking the plasticity observed in 

biological neural networks. The ability of memristors to emulate synaptic plasticity makes 

them particularly well-suited for implementing learning and adaptation mechanisms in 

neuromorphic systems.[4] 
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Research in memristive networks has focused on developing hardware platforms capable of 

efficiently implementing synaptic functions in artificial neural networks. Memristive crossbar 

arrays, for example, offer a scalable and energy- efficient architecture for realizing dense 

networks of artificial synapses. These arrays leverage the analog properties of memristors to 

perform parallel and distributed computation, enabling efficient training and inference in 

neuromorphic systems. 

 

 

 

Fig1: Spiking Neural Network 

 

 What are Sensor Networks? 

Sensor networks play a crucial role in neuromorphic computing, facilitating the integration of 

sensory input and real- world interaction into artificial neural networks. These networks 

consist of distributed sensors capable of capturing and processing environmental data, which 

is then fed into neuromorphic systems for analysis and decision-making.[9] 

In the context of neuromorphic computing, sensor networks serve as the primary interface 

between artificial systems and the external environment, enabling machines to perceive and 

interact with their surroundings in a manner akin to biological organisms. These networks 

encompass a wide range of sensing modalities, including vision, auditory, tactile, and 

olfactory sensors, allowing for comprehensive environmental monitoring and feedback. 

Research in sensor networks for neuromorphic computing has focused on developing 

efficient algorithms and signal processing techniques for extracting relevant features from 

sensor data. These algorithms leverage principles of spatiotemporal processing and event-

driven computation to encode sensory information in a format suitable for input into 

neuromorphic systems. 

 

[2] NEUROMORPHIC COMPUTING ALGORITHMS 

Neuromorphic computing algorithms have evolved over time, drawing inspiration from 

biological neural networks and tailored to exploit the capabilities of neuromorphic hardware. 
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Here are some examples of neuromorphic computing algorithms based on older research 

papers: 

 

1. Spike-Timing-Dependent Plasticity (STDP): 

STDP is a biologically inspired learning rule that adjusts synaptic weights based on the 

relative timing of pre- and postsynaptic spikes. This algorithm has been extensively studied in 

the context of neuromorphic computing due to its ability to support unsupervised learning and 

pattern recognition tasks. Past research has demonstrated the implementation of STDP in 

neuromorphic hardware, showcasing its effectiveness in enabling synaptic plasticity and 

adaptive behavior in artificial neural networks.[11] 

 

2. Liquid State Machines (LSMs): 

LSMs are recurrent neural networks that leverage the dynamics of neural circuits in the 

brain's cortex to generate complex spatiotemporal patterns of activity. These patterns are read 

out by a classifier or decoder, enabling the network to perform tasks such as sensory 

processing and temporal sequence learning.[9] Previous studies have explored the 

implementation of LSMs in neuromorphic hardware, highlighting their potential for real-time 

processing of spatiotemporal data streams and cognitive tasks. 

 

Fig2: Working of LSM 

 

3. Adaptive Exponential Integrate-and-Fire (AdEx) Neurons: 

AdEx neurons are a biologically realistic neuron model that captures the nonlinear dynamics 

of biological neurons more accurately than traditional integrate-and-fire models. These 

neurons exhibit adaptive behavior, including spike-frequency adaptation and membrane 

potential dynamics, making them well-suited for modeling the behavior of real neurons. Past 

research has investigated the implementation of AdEx neurons in neuromorphic hardware, 

demonstrating their ability to support complex computations such as coincidence detection 

and adaptation to changing input statistics. 
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[3] NEUROMORPHIC AI CHIPS 

Neuromorphic computing AI chips represent a cutting-edge approach to artificial intelligence 

(AI) hardware, inspired by the architecture and functionality of the human brain. These chips 

leverage principles of neuromorphic engineering to emulate the parallelism, efficiency, and 

adaptability of biological neural networks, enabling them to perform complex cognitive tasks 

with unparalleled speed and energy efficiency.[6] Here are descriptions of some notable 

neuromorphic computing AI chips: 

 

1. IBM True North: True North is a pioneering neuromorphic computing chip developed 

by IBM Research. It consists of a densely interconnected network of one million spiking 

neurons and 256 million synapses, organized into a two- dimensional array. True North 

operates in real time and consumes remarkably low power, with energy efficiency orders of 

magnitude higher than traditional computing architectures. The chip is designed to support a 

wide range of cognitive tasks, including pattern recognition, sensor processing, and decision-

making in autonomous systems. True North has been deployed in various applications, 

including neuromorphic vision systems, brain-inspired computing, and cognitive computing 

research.[13] 

 

Fig.3: IBM Chip 

 

2. Intel Loihi: Loihi is Intel's neuromorphic research chip, designed to mimic the behavior 

of biological neurons and synapses. It features a network of up to 130,000 artificial neurons 

and 130 million synapses, organized in a hierarchical architecture. Loihi supports online 

learning and inference, enabling adaptive behavior in autonomous systems and IoT devices. 

The chip incorporates features such as spike-based communication, synaptic plasticity, and 

event-driven computation, facilitating efficient and parallel processing of sensory data. Loihi 

has been used in various research projects, including robotics, brain-computer interfaces, and 

neuromorphic computing algorithms.[12] 

http://www.ijaconline.com/


Journal of Analysis and Computation (JAC) 
(An International Peer Reviewed Journal), www.ijaconline.com, ISSN 0973-2861 

Volume XVIII, Issue II, July-December 2024 

 

 

235 
Mr. Rohit Chhabra, Mr. Nishant Gupta, Mr. Nikhil Singh Shekhawat, Sneha Gupta, Preksha Parashar 

 

Fig.4: Intel Loihi Chip 

3. Brain Scale S: Brain Scale S is a neuromorphic computing platform developed as part 

of the Human Brain Project in Europe. It consists of physical models of neural circuits 

implemented in custom analog and digital hardware. Brain Scale S offers scalability and 

flexibility, allowing researchers to simulate large-scale neural networks with biological 

fidelity. The platform supports a wide range of experiments in computational neuroscience, 

including studies of synaptic plasticity, learning algorithms, and brain-inspired computing 

architectures. Brain Scale S provides a powerful tool for investigating the principles of neural 

information processing and developing new neuromorphic computing algorithms.[12] 

 

 

Fig5: Brain Scale S Process 

 

These neuromorphic computing AI chips represent the forefront of AI hardware research, 

offering unprecedented capabilities for emulating biological intelligence and advancing the 

field of artificial intelligence. Through continued innovation and interdisciplinary 

collaboration, these chips hold the potential to unlock new frontiers in intelligent computing 

and cognitive systems. 
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[4] NEUROMORPHIC HARDWARE START-UPS 

1. Brain chip - Akida: Brain chip is an Australian company with the ambition of 

producing its own neuromorphic chip, Akida. The chip enables to implement native SNN 

based algorithms or CNNs through their CNN2SNN converter software. The main advantage 

of Akida is that they can be on the market very soon, thus giving them the advantage of 

spreading out the technology one of the first supporters of SNN. They assume that the sample 

preparers will start taking samples at the beginning of 2020 (Demler, 2019). 

2. aiCTX: aiCTX is a Zurich-based start-up founded by Giacomo Indiveri, one of the leading 

researchers in this field. They offer a variety of DYNAP-based products in their catalog 

(Moradi et al., 2018). Chip tested at the University of Zurich. They have modified and 

improved this original chip for various purposes. The DYNAP-SE2 chip is suitable for real-

time applications in robotics and medical applications. DYNAP-SEL enables online learning 

and real-time use of large-scale models with full fan networking and power delivery. The 

latest available DYNAP-CNN chip is compatible with Spiking Convolutional Neural 

Networks, making it an ideal processing solution for visual processing applications that rely 

on event-triggered inputs signals from vision sensors. (aiCTX, 2020). 

3. GrAI: GrAI was founded in 2016 at the start-up studio iBionext in Paris by Ryad 

Benosman, Bernard Gilly, Giacomo Indiveri, Xavier Lagorce, Sio-HoiLeng, Bernabe 

Linares-Barranco and Atul Sinha. “GrAiOne”is a hybrid neuromorphic chip that supports 

ANN and ANN models based on their “NeuronFlow” technology (Jonathan, 2020). The chip 

was manufactured in late 2019 and its hardware development kit was recently presented at the 

tiny ML Summit 2020. In 2017, iBionext donated $15. million (Nieke, 2019). They claim to 

use less power for inference than Intel Loihi and IBM True north (Jonathan, 2019). 

 

[5] AREAS OF APPLICATION 

Neuromorphic computing has applications in various fields due to its ability to mimic the 

brain's neural architecture and perform efficient, parallel, event-driven computations. Below 

you will find a brief description of the application areas, including: 

 Mobile Applications: 

Neuromorphic Computing provides energy-efficient real-time computing capabilities, making 

it suitable for mobile devices with limited performance. Applications include intelligent 

personal assistants, real-time language translation, gesture recognition and augmented reality 

to improve user experience and interaction on mobile platforms. 

 Adaptive Robotics: 

Neuromorphic computing enables the development of adaptive, autonomous robots that can 

sense, learn, and adapt to dynamic environments. Robotic systems equipped with 

neuromorphic processes or scan perform tasks such as object recognition, navigation, 

obstacle avoidance and human-robot interaction more efficiently and flexibly. 
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 Event-Based Vision Sensors: 

Event-based vision sensors mimic the intense neural activity in the retina, ensuring rapid, 

low-latency processing of visual information. Combined with neuromorphic algorithms, these 

sensors enable applications such as rapid object detection, motion detection, gesture 

recognition and scene analysis in dynamic environments. 

 Robotics: 

Neuromorphic computing improves robotic applications by enabling energy-efficient, real-

time processing of sensory data and adaptive decision making. Applications of robotics 

include autonomous drones, industrial automation, smart manufacturing, precision 

agriculture, and assistive robots in healthcare and elder care. 

 

[6] CONCLUSION 

In conclusion, the field of neuromorphic computing represents a promising frontier in 

artificial intelligence and cognitive computing. Through the emulation of biological neural 

networks, neuromorphic computing systems offer a unique approach to processing 

information, characterized by parallelism, efficiency, and adaptability. This review paper has 

provided an overview of the key components and advancements in neuromorphic computing, 

including hardware platforms, algorithms, and applications. 

Neuromorphic hardware platforms, such as IBM True North, Intel Loihi, and Brain Scale S, 

have demonstrated remarkable capabilities for simulating large-scale spiking neural networks 

in real-time. These chips leverage principles of neuromorphic engineering to emulate the 

behavior of biological neurons and synapses, enabling efficient and energy- efficient 

computation. Additionally, neuromorphic software tools provide researchers and developers 

with the necessary resources for designing, modeling, and simulating neuromorphic 

computing systems, fostering innovation and collaboration in the field. 

Advancements in neuromorphic algorithms, such as spike-timing-dependent plasticity 

(STDP), liquid state machines (LSMs), and adaptive exponential integrate-and-fire (AdEx) 

neurons, have further expanded the capabilities of neuromorphic computing systems. These 

algorithms enable tasks such as pattern recognition, sensor processing, and cognitive tasks, 

paving the way for intelligent and adaptive computing systems. 

Furthermore, applications of neuromorphic computing span a wide range of domains, 

including robotics, autonomous systems, sensor networks, and brain-machine interfaces. 

Neuromorphic systems offer unique advantages such as low latency, high energy efficiency, 

and adaptability to changing environments, making them well-suited for real-world 

applications. 

In conclusion, neuromorphic computing holds great promise for revolutionizing artificial 

intelligence and cognitive computing. Through continued research and development efforts, 

neuromorphic systems have the potential to unlock new capabilities in intelligent computing, 

leading to advancements in areas such as robotics, healthcare, and human-computer 

interaction. As the field continues to evolve, interdisciplinary collaboration and innovation 
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will be essential for realizing the full potential of neuromorphic computing in shaping the 

future of technology and society. 
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